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Abstract— Recently, controlling robots through remote user hand motions has turned into an important research area in 

robotics. Robots normally employ a combination of image processing and learning techniques to detect hand poses, and 

metaheuristic techniques that follow the natural rules or behavioral models of living things can help to enhance their performance. 

This paper proposes a supervised learning method that applies genetic algorithm principles on a multilayer perceptron to improve 

the performance of the current MLP-based algorithms for hand pose detection. The method is trained and evaluated on a dataset 

consisting of data acquired from 300 users. RMSE benchmark reports an index value of 0.0424, and the experiments show a 

sensitivity of 93.42% and accuracy of 92.27% – 10.25% and 6.65% improvement compared to the MLP implementation. 

Keywords— hand pose detection, finger bent angle, genetic algorithm, MLP 

I. INTRODUCTION 

Learning and recognition are two of the most important capabilities of humankind. A major part of recognition and 
perception relies on sight. Seeing the surrounding environment, the human can stay alert and learn based on its visual 
experiences [1,2]. Correct understanding and decision-making in different conditions are the critical factors to survive. 
Although it seems that human object recognition is a trivial and basic task, the researchers are still struggling with 
implementing this feature in the manmade devices [3,4]. 

The image processing systems fall into two groups: image optimization and machine vision [5,6]. Image optimization 
encompasses the methods that enhance the quality of image, while machine vision algorithms try to understand the image 
content, especially for robotic applications [7,8,9]. An important application of image processing is hand motion detection. It 
analyzes low-level features such as color and edge to deliver human-level capabilities in analysis, classification, and content 
recognition [10,11]. 

Recently, outstanding advances have been made in hand motion detection. The image processing techniques perform 
segmentation and feature extraction on the input images and detect the hand pose, fingertips, and hand palm in real-time. These 
features are then used to compute the bending angle of fingers for robots [12,13,14]. During the past twenty years, the 
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researchers used color or wired gloves which are equipped with implementable sensors to detect hand pose. The skin-color-
based analysis does not require a paper cover or sensors in order to detect fingers, and works fast, accurately, and in real-time 
[15,16,17]. 

Vision-based systems can be utilized to control a remote robotic hand by sending the human hand pose signals in real-time 
and then imitate the pose in the remote area for a set of critical actions [18,19]. To lift an object, the user bends its fingers – 
virtually – to lead the robot to lift the real object. These systems first transform the frames into two-dimensional images and 
then apply segmentation and skin filter functions. In this area, the researchers have presented various methods that utilize 
machine learning techniques such as support vector machines [20,21], artificial neural networks [22,23], fuzzy systems [24,25], 
deep learning [26], and metaheuristic methods [27,28,29]. 

Modern practice for controlling robot movements is training it on a set of natural hand movements and then reducing the 
detection errors by metaheuristic techniques such as swarm algorithms, evolutionary algorithms, natural-inspired algorithms, or 
physical algorithms [30,31]. 

Metaheuristic is a class of algorithms in which the behavioral model of animals or natural phenomenon are used for 
optimum solutions to engineering problems. Examples of these algorithms include gray wolf optimization algorithm [32], 
seagull optimization algorithm [33,34], emperor penguin optimizer [35,36,37], spotted hyena optimizer [38], whale 
optimization algorithm [39], sailfish optimizer [40], and poor-and-rich optimization algorithm [41,42].  

II. BACKGROUND AND RELATED WORKS 

Nowadays, robots have undertaken a wide range of roles in industry, ranging from simple tasks such as parts 

transportation to more complicated ones like spot welding and montage. Supported by the artificial intelligence advances, the 

robots now have more human-like and intelligent reactions [43,44]. For interactive communication between the robots and 

the surrounding environment, they require to be aware of the objects and routes. A plot is enough to resolve this problem in a 

static environment, while in a dynamic atmosphere the robots must utilize various machine vision and decision-making 

techniques to interact [45]. A sample robotic arm for moving objects is shown in Figure I, and Figure II display a motion 

detector that imitates the user's actions. 

 

 
Figure I. A robotic arm for lifting objects [46] 

 

 
Figure II. Hand motion detection by robots [47] 

 

A common solution for user hand gesture recognition is using data-glove, hand-belt, and camera. Luzhnica et al. [48] 

used a hand-belt equipped with a gyroscope, accelerometer, and Bluetooth for hand gesture recognition. Hung et al. [49] 
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acquired the input required data from hand gloves. Another research has used Euclidean distance for analyzing twenty-five 

different hand gestures and employed a support vector machine for classification and controlling tasks [50]. In another effort 

[51], the researchers converted the RGB captured images to grayscale, applied a Gaussian filter for noise reduction, and fed 

the results to a classifier to detect the hand gesture. 

Chaudhary et al. [52] used a normal Windows-based webcam for recording the user hand gestures. Their proposed 

method extracts the ROI from frames and applies an HSV-based skin filter on RGB images in particular illumination 

conditions. The model analyzes hand direction according to pixel density in the image, to help the fingertip detection process. 

It also detects the palm hand based on the number of pixels located in a 30×30-pixel mask on the cropped ROI image. The 

model has been implemented by a supervised neural network based on Levenberg–Marquardt algorithm and uses eight 

thousand samples for all fingers. The architecture of the model has five input layers for five input finger poses, and five 

output layers for the bent angle of the fingers. Marium et al. [53] extracted the hand gesture, palm, fingers, and fingertips 

from webcam videos using the functions and connectors in OpenCV. 

Simion et al. [54] researched finger pose detection for mouse control. Their model, in the first step, detects the fingertips 

(except thumb) and palm hand. Its second step is to calculate the distances between pointing and middle fingers to the center 

of the palm, and the distance between the tips of pointing and middle fingers. The third step computes the angles between the 

two fingers, between the pointing finger and x-axis, and between the middle finger and x-axis. The researchers used six hand 

poses for mouse movements including right/left click, double click, and right/left movement. 

This paper proposes a novel method for controlling robot hand movements based on the bending angle of human fingers 

by applying genetic algorithm principles on a multilayer perceptron. It is assumed that robot hand joints have the same degree 

of freedom as human joints. The process steps include detecting the palm center and fingertips in real time, defining the 

distance between the palm center and each fingertip, and calculating the bending degree of fingers based on the detected 

distances. It then detects the bending degree of human fingers and accordingly the movement type. 

In what followed next – section III – we first review the structure of the proposed model including hand detection based 

on skin color, detecting hand pose, palm, fingertips and fingers’ bend angle. Section IV covers implementation, analysis, and 

comparison and discussion parts. 

 

III. THE PROPOSED MODEL 

In the proposed model, for lifting objects by a robot, the user bends its fingers virtually and the robot imitates the actions. 

The steps for calculating fingers bending angles have been illustrated in Figure III. The model preprocesses and applies a skin 

filter on the input 2D image. The employed segmentation method based on skin filter can extract the hand pose from an 

image, even if the background contains skin-colored objects. It focuses only on the extracted areas of interest in the image for 

faster and more accurate analysis. In the segmented image, the model first detects the fingertips and palm, and then calculates 

the distance between the center of the palm and each fingertip. The bending angles of fingers have been calculated based on 

the distances and the model detects fingers, palm, and angles with no error. The experiments have been conducted using a 

normal quality webcam for capturing the user's hand movements. The user does not require to have marked gloves, wearable 

sensors, or even a long sleeve, and there is no limitation for the camera angle. 

 

 

 

 

 

 

 

 

 

 

 

Figure III. Structure of the proposed model 
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A. Skin-color-based hand recognition 

The most famous segmentation method in HGR systems is skin color, as it is invariant to the changes like size, rotation, 

and movements. The captured webcam images are in RGB and the involved parameters in this format are highly correlated 

and sensitive to illumination. However, HSV separates the color and illumination information. Therefore, the captured RGB 

images have been first converted to the HSV system and then segmented to generate the image’s binary version. Each pixel 

of a binary image is stored in one bit, and due to the skin-colored pixels in the background, these types of images normally 

carry some noise. This noise creates unwanted spots in the image, as shown in Figure IV. A median filter has been used to 

remove isolated spots and a dilation operator for region filling. 

 

Figure IV. An example of producing a binary image: A) original images, B) HSV conversion, C) filtered image,  

D) smooth image, E) binary image, and F) noise-free image 

B. Hand gesture recognition 

The proposed model supports freedom of angle for the camera and user, and the only limitation for accurate control of the 

robotic hand is to face the palm hand to the camera. Contours have been used to extract the hand image from the binary 

image. A contour is a list of the points that represent a curve in the image and its main application is in the analysis and 

detection of shapes. FindContours is an OpenCV function that is used to find the largest contour in the binary image – hand 

shape. 

C. Palm hand recognition 

Finding the center of the contour helps in finding the center of the palm hand. To this end, using the BoundingRect 

function in OpenCV, a bounding box was applied to it and calculated the palm hand center. 

D. Fingertips recognition 

The ConvexHull algorithm has been employed to identify fingertips. It returns a set of polygons in which the corners of 

the largest one represents the fingertips. To automate the process, ConvexityDefects function approximates the gaps between 

the contour and the polygon by straight lines. The output of this function is multiple records of four fields: A) starting defect 

point, B) ending defect point, C) middle (farthest) defect point that connects starting and ending points, and D) approximate 

distance to the farthest point. Each record results in two lines: a line from starting point to middle point, and a line from 

middle point to the end point. However, the function may return more points than the number of the fingertips. Below are the 

steps for filtering the detected points and finding the correct location of fingertips: 

 Calculating the internal angle between two defect areas in a certain period 

 Calculating the angle between the starting point and contour center in a certain period 

 Measuring the line length to control not exceeding a certain threshold 

To find the angle between fingers, Equations 1, 2, and 3 calculate the length of the produced vectors from starting, 

middle, and end points. Equation 4 computes the angle. 

 

p12= ( √(p1.x – p2.x)2 +√ (p1.y – p2.y)2  ) (1) 

p13= ( √(p1.x – p3.x)2 +√ (p1.y – p3.y)2  ) (2) 

p23= ( √(p2.x – p3.x)2 +√ (p2.y – p3.y)2  ) (3) 

 = arccos((p12
2 + p13

2 – p23
2) / (2 * p12 * p13 )) (4) 

 

Calculating the angle between the first point of defect area and the center of the contour is an essential step for removing 

the non-fingertips areas. The consequent step is to filter the points to the ones between -30 to +160 degrees. Equation 5 

returns the degree between the first point of defect area and center of the contour, and Equation 6 calculates the Euclidean 
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distance – the vector length – between first to middle points. The whole process from finding the hand contour until detecting 

palm hand and fingertips is illustrated in Figure V. 

 (5) 

length = √(p2.x – p1.x)2 +√ (p2.y – p1.y)2 

 

(6) 

 
Figure V. A) hand contour, B) palm hand, C) ConvexHull polygon, D) ConvexityDefects, E) fingertips, F) palm hand and 

fingertips 

 

E. Fingers’ angle prediction 

This research uses a combination of MLP and genetic algorithm for predicting the bent angle of fingers. MLP has a 

flexible structure in which neurons are located in hidden layers and each neuron can influence its input and produce the 

desired output. To this end, a weight applies to the input value of each neuron and the result passes into an activation function 

together with a bias value. Reducing classification errors and correct prediction of the pose in an artificial neural network 

depends on selecting optimum weight and bias values. The structure of the proposed model is shown in Figure VI, and Figure 

VII depicts the steps and flowchart of predicting the bent angle of fingers. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure VI. Model structure 
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Figure VII. Flowchart of the proposed model for finger bent angle prediction 

In the proposed model, the structure of each chromosome is its weight and bias in a neural network. This is formulated in 

Equation 7 and aims to find the optimum chromosome value using the genetic algorithm. 

[w1,1 ,….w3,4 ,…w1,0 ,…w4,0 ,…,b1,b2] (7) 

 

The threshold values of hidden and output layers have been denoted as b1 and b2, respectively. Upon defining the 

encoding system and the method of converting each answer to a chromosome, the next step is to produce the initial 

chromosome population. Normally, generating the initial population is a random process, however, heuristic algorithms can 

accelerate and optimize it. The proposed model uses a roulette wheel mechanism for selecting parents in mutation and 

crossover processes. In this mechanism, the probability of selecting a chromosome depends on how suitable it is for the 

evaluation function. In other words, the higher quality chromosome, the higher chance to be selected for producing the next 

generation, and vice versa. Equation 8 shows the chance of selecting a chromosome in the roulette wheel. 

 

(8) 

In the above equation, the probability of selecting the ith chromosome is the proportion of the evaluation function value of 

chromosome i to the sum of fitness function values of all chromosomes. Single-point crossover has been used to apply 

crossover in the model. This method chooses a random point in the chromosomes and swaps the information in the remaining 

parts. Following steps have been taken to apply single-point crossover: 

 Choosing a random chromosome value between 0 and 1 

Training and testing MLP on 

the dataset 

Detecting finger bent angle 
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 Go to the next step and mutate if the number is bigger than the mutation threshold (a value between 0 and 1), otherwise 

skip mutation 

 Choosing a random number that indicates one of the chromosome genes and makes a numerical mutation 

IV. ANALYSIS 

This research uses OpenCV functions and C++ for preprocessing, segmentation, and feature extraction from video. The 

functions help to detect the center of the palm hand, fingertips, and bent angle of fingers. Matlab is the chosen platform due to 

having rich programming interface and metaheuristic libraries. Applying genetic algorithm principles on MLP helps the 

model to enhance predicting fingers’ bent angle. Followings are the steps taken for implementing the proposed model in 

Matlab:  

 Defining the initial parameters such as population, number of iterations, mutation rate, and crossover rate of genetic 

algorithm 

 Preprocessing and normalizing part of input data to reduce learning errors and enhance performance in hand movement 

detection 

 Dividing the dataset into training and evaluation parts 

 Producing chromosomes for MLP and applying mutation and crossover on the chromosomes to find optimum weight and 

bias and reduce the error rate 

 Evaluating the model according to the metrics in section 4.b. 

A. Dataset 

This research has been implemented by a data mining and machine learning approach. In the first step, the data for 

training the genetic-based MLP produced using image processing and hand pose analysis techniques. To this end, hand pose 

images of more than 300 people were analyzed and the required features were extracted. Analysis of each image produced a 

record consisting of information of the distances between fingertips to the center of the palm, and the hand pose. 

B. Evaluation metrics 

In the proposed model, each hand pose has been considered as a class and is defined by a set of features. Therefore, this 

research challenges a multiclass optimization problem. The proposed model classifies each given sample in its corresponding 

class and tries to minimize the average learning and classification errors. The mean square error (MSE) and root mean square 

error (RMSE) have been calculated by Equation 9 and 10 as goal test measures. In these equations, n represents the number 

of the samples, and real and predicted values of an instance – such as I – are shown by  and , respectively. 

 

(9) 

 

(10) 

 

Two other important parameters for evaluating the applicability of an algorithm include sensitivity and accuracy. Sensitivity 

is the proportion of true positive detections to the sum of true positives and false negatives – Equation 11 – and accuracy is 

the ratio of truly detected positives and negatives to all detections – Equation 12. 

 

(11) 

 

(12) 

 

C. Error analysis by increasing population and iterations 

The experiments were conducted by two populations of 5 and 10. The number of iterations is set to 20, and mutation and 

crossover ratios are 0.15 and 0.5, respectively. A chromosome is a two-layer MLP in which each layer has four neurons. MSE 

prediction errors of both populations have been reported in Figures VIII and IX. 
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Figure VIII. Prediction error rate with 5 chromosomes in the proposed model 

 

 

Figure IX. Prediction error rate with 10 chromosomes in the proposed model 

 

The reported values in Figures VIII and IX prove that increasing the number of chromosomes results in reducing MSE for 

hand pose detection. It happens due to the following reasons: 

 Increasing the number of chromosomes is increasing the number of neural networks for a prediction that results in a more 

accurate classification 

 Increasing population produces more diverse test ratios in the genetic algorithm and accordingly increases the chance of 

finding a final and accurate answer 

 Increasing chromosomes in the genetic algorithm increases problem search space that normally results in optimum answers 

and error reduction 

 Increasing population increases the number of elite members, enhances the probability of mutation and crossover between 

this population, and leads to increasing the chance of having a more accurate MLP for hand pose prediction  

In addition to the population, the number of iterations can help reduce hand pose detection errors. Behavioral analysis of 

Figures VIII and IX reveals that MSE and the number of iterations have a reverse correlation. In other words, increasing 

iterations gives the chromosomes more chance to choose optimum ratios in the MLP, which leads to lower MSE. 

D. Comparison and discussion 

To analyze and compare the proposed genetic-based MLP model has been compared with a standard MLP. Both 

implementations have four hidden neurons, a sigmoid activation function, 15 populations, 30 iterations, 0.15 mutation, and 

0.5 crossover, and they dedicate 75% of the dataset to training and 25% to testing processes. Figure X demonstrates the MSE 

difference between the proposed model and the standard MLP, and Figure XI shows the comparison according to the RMSE 

benchmark. 
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Figure X: Comparing MSE of the proposed model and MLP 

 

Figure XI. Comparing the RMSE of the proposed model and MLP 

The experiments and analysis of MSE and RMSE results demonstrate that the proposed model is more accurate than 

MLP. The index values in the proposed model are 0.0018 and 0.0424, while for MLP, they increase to 0.0043 and 0.0655, 

respectively. In other words, applying the genetic algorithm in the proposed model reduces MSE by 58.13% and RMSE by 

35.26%. These lower error rates prove that the genetic algorithm decreases the hand-pose detection errors and boosts the 

learning process. 

50 experiments were conducted according to the configurations above to compare the proposed model with MLP in terms 

of sensitivity and accuracy. As shown in Figure XII, the sensitivity of the proposed model and MLP is 93.42% and 83.17%, 

respectively. In terms of accuracy, the proposed model has a 6.65% higher performance—92.27% to 85.62%. These results 

prove that the proposed combination of genetic algorithm and MLP delivers more reliable results for analyzing human hand 

movements. 

 

Figure XII. Comparing sensitivity and accuracy of the proposed model and MLP 

V. CONCLUSION 

Training robots help humans to utilize them in dangerous environments, remote operations, or even industry. However, a 

major problem in this area is choosing an efficient learning algorithm and conducting the correct training process. MLP is one 

of the most common supervised learning techniques that play a key role in robot learning. This research proposes a novel 

model for training and controlling robots based on applied genetic algorithm principles on MLP. It uses a set of hand pose 

features based on the distances between fingertips and the center of the hand palm. Genetic algorithm principles such as 

concentrating on elite populations, mutation, and crossover have been used to reduce error rates. The experiments show less 

58.13% MSE and 35.26% RMSE errors in hand pose detection compared to standard MLP. In terms of sensitivity and 

accuracy, the proposed model reports values of 93.42% and 92.27%, while for MLP, these are 83.17% and 85.62%, 

respectively. 
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